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Introduction: Workflow



Dataset: Kaggle API



EDA



EDA



Training：Transfer learning and Fine tuning

Transfer 

Learning Fine-Tuning Output

Pretrained Body New Layers

Useful 

Features
Normally, only 

new layers need 

to be trained

Could even just 

be a linear 

regression

In this project, I fine-tune the entire model, including the BERT layers



Training：pytorchinfo
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Training：Result
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Training：Result
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Model Deployment: Live Demo



Conclusion: limitation and Improvement

6 Conclusion: limitation and Improvement

• Data binning and Data processing: bin 0 into 1, bin 3 into 4, 

to make the data less imbalanced in preprocessing data.

• Model comparison: compared with other pre-training models

• Train more epochs to observe the result



Thank you!


